
58 of latitude, and the thermal wind equation implies a vertical shear
of at least 30 m s21 per scale height (,27 km) in the vortex winds. A
temporal sequence of Cassini ultraviolet images showed a large dark
oval in the same general location in late October 200013. The feature
exhibited a clockwise rotation, and it subsequently moved eastward
and deformed. Its connection with the thermal hot spot remains
speculative.

The depth to which the hot spot penetrates has not been well
determined, but the CIRS data can place limits. Although it is
strongly evident in the 1-mbar map, there is an ambiguity as to
whether it actually extends down to this level. This is because the
spectral region used to obtain the 1-mbar temperatures can be
influenced by thermal emission from higher elevations if they are
very warm. However, the hot spot is absent approximately one
pressure scale height deeper, at the 4-mbar level (Fig. 3b). This sets
an upper bound of 4 mbar to the pressure of the spot. A
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The self-assembly of semiconductor quantum dots has opened up
new opportunities in photonics. Quantum dots are usually
described as ‘artificial atoms’, because electron and hole confine-
ment gives rise to discrete energy levels. This picture can be
justified from the shell structure observed as a quantum dot is
filled either with excitons1 (bound electron–hole pairs) or with
electrons2. The discrete energy levels have been most spectacu-
larly exploited in single photon sources that use a single quantum
dot as emitter3–6. At low temperatures, the artificial atom picture
is strengthened by the long coherence times of excitons in
quantum dots7–9, motivating the application of quantum dots
in quantum optics and quantum information processing. In this
context, excitons in quantum dots have already been manipu-
lated coherently10–12. We show here that quantum dots can also
possess electronic states that go far beyond the artificial atom
model. These states are a coherent hybridization of localized
quantum dot states and extended continuum states: they have no
analogue in atomic physics. The states are generated by the
emission of a photon from a quantum dot. We show how a new
version of the Anderson model that describes interactions
between localized and extended states can account for the
observed hybridization.

The starting point for our experiments is the generation of
excitons with an unambiguous charge in individual self-assembled
quantum dots2 (see also Supplementary Information). Figure 1
shows the magnetic dispersions of the photoluminescence (PL)
from the singly-, doubly- and triply-charged excitons (X12, X22 and
X32, respectively), all on the same dot. For X12 and X22, the
behaviour is typical of localized excitons. There is a diamagnetic
shift arising from the enhancement of the exciton confinement, and
a splitting arising from the spin Zeeman effect13. However, X32 has a
completely different behaviour. At high field, in addition to the spin
Zeeman effect, the PL develops a remarkable series of oscillations.
This is preceded by a gradual collapse around 1 Tof the two low field
lines. As we show, the collapse can be explained with the artificial
atom model, but the series of oscillations can only be explained with
a new electronic interaction.

The X32 PL is represented in Fig. 2 by plotting the energy of
each PL peak against magnetic field. Clearly, there is a series of
anti-crossings. A number of factors point to an interaction with
Landau levels. (Landau levels have energies En ¼ ðnþ 1

2Þ�hqc, where
n ¼ 0;1;2…; and arise when the kinetic energy in an electron
band is quantized into units of the cyclotron energy, �hqc; by a
magnetic field.) First, the asymptotes at each anti-crossing are linear
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functions of magnetic field, B. Second, the asymptotes for all
the anti-crossings extrapolate back to the same energy at zero
magnetic field. Third, the PL intensity at each energy is a periodic
function of 1/B. All these features are characteristic of Landau levels
in a two-dimensional system. The surprising result is that the PL
from an exciton bound to a small quantum dot takes on the

properties of extended states at much higher energies, the Landau
levels.

The anti-crossings prove that the quantum dot interacts coher-
ently with the Landau levels. From the splitting at the 6.5-T
resonance (2.4 meV), we can deduce that the system oscillates
between localized quantum dot character and Landau level
character at a frequency of 0.6 THz. The asymptotes shown in
Fig. 2 have a negative gradient. Bearing in mind that a PL process
involves an initial and a final state, the negative dispersion
demonstrates that the hybridization takes place in the final
state. In other words, photon emission triggers the hybridization.
A resonant interaction with a phonon, a feature in the PL of
doped two-dimensional systems14, can be ruled out because such
an interaction would be common to both X22 and X32, yet in our
case, the interaction is completely absent for X22. We present an
explanation of the hybridization based on a purely electronic
interaction.

It is important to establish the relative magnitude of the quanti-
zation energy and a typical Coulomb energy for the dot studied
here. The X0 diamagnetic shift is both small (10 meV T22), signifying
a strongly confined exciton, and unchanged on charging. This is
characteristic of the strong confinement regime where the quantiza-
tion energy is larger than a typical Coulomb energy13. (When
the quantization and Coulomb energies are comparable, the dia-
magnetic shift is larger and decreases significantly on charging13.)
We reach the same conclusion from the Coulomb blockade. The
X12 extends over a much larger gate voltage range than the X0 and
X22 plateaux (see Supplementary Information), demonstrating
the large quantization energy. We therefore describe the charged
excitons by treating the Coulomb interactions as perturbations
to the single-particle states. The dot has s and p orbitals,
separated by about 34 meV as deduced from the diamagnetic
shift, and we know that the two p orbitals are close to degenerate
from the form of the X32 PL at B ¼ 0 (explained below). Finally, the
d orbitals cannot exist as the X32 is the most highly charged exciton
that we can generate before charge occupies not the dot but the
wetting layer.

Within the artificial atom model, the X32 emission process is
displayed in Fig. 3. The initial state has electron spin S ¼ 1 through
Hund’s rule. When a photon is emitted, there are two possible final

Figure 1 Photoluminescence from charged excitons. Data are shown for singly (a), doubly

(b) and triply (c) charged excitons, all from the same quantum dot, versus magnetic field.

The photoluminescence (PL) is represented with a grey-scale, and the magnetic field is

applied perpendicular to the quantum dot plane. The InAs quantum dots are grown in the

Stranski–Krastanow mode on GaAs with an annealing step at the growth temperature in

order to increase the ensemble PL energy from 1.1 to 1.3 eV. Under special conditions,

the annealing step can lead to the formation of quantum rings. Here, we use the annealing

step to form heavily alloyed dots with a vertical height of about 3 nm and a lateral extent of

about 40 nm. The heterostructure sequence is GaAs (buffer layer), nþ-GaAs (back

contact), 25 nm GaAs (tunnel barrier), quantum dots, and 150 nm GaAs/AlAs superlattice

(blocking barrier). Contacts are made to the nþ layer and a 5 nm NiCr layer (gate

electrode) is deposited on the surface. A voltage V g is applied between gate and back

contact. The sample is mounted into a miniature confocal microscope and cooled to 4.2 K.

The PL is excited by non-resonant excitation of the wetting layer with a 830-nm laser

diode; the PL is dispersed with a grating spectrometer and detected with a silicon

charged-coupled-device camera (spectral resolution 0.1 meV). The excitation power is

low enough that any biexciton-related features are much weaker than the exciton PL. The

exciton charge can be set unambiguously with the gate voltage because of the strong

Coulomb blockade (see Supplementary Information). The neutral exciton is not shown

because the shift and splitting in magnetic field are identical to those of the singly charged

exciton. The X22 PL has two lines as a consequence of exchange-split final states, one

with electron spin S ¼ 1, the other with S ¼ 0 (ref. 2).

Figure 2 Photoluminescence energy versus magnetic field for the X32 exciton. The points

in the plot on the left correspond to the energies of the PL lines shown in Fig. 1c and

reproduced on the right. For simplicity, just one spin branch has been included in the plot

on the left; the other spin branch shows the same behaviour but shifted in energy. The

solid lines show the dependence of energy E 0 þD2 ðn þ 3
2
Þe�hB=mom* on magnetic

field B with E 0 ¼ 1.2635 eV, D ¼ 20 meV and m* ¼ 0:07–0:0018jBj þ 0:00005B2

where D is the excess kinetic energy, n the Landau level index, and m* the effective mass

in units of the free electron mass, mo. These lines were determined by fitting this

functional form to the asymptotes of the anti-crossings. These asymptotes are also shown

on top of the original data (right). We note that inclusion of the diamagnetic shift in the

analysis does not significantly change the masses that we deduce.
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states, S ¼ 3/2 and S ¼ 1/2, energetically distinct through electron
exchange. This is the origin of the two lines in the X32 emission at
B ¼ 0, the higher- (lower-) energy line corresponding to emission
into the S ¼ 3/2 (S ¼ 1/2) state. A magnetic field introduces an
orbital Zeeman splitting between the two p orbitals15, such that
when the splitting exceeds the exchange energy, it becomes energe-
tically favourable for both p electrons to occupy the lower energy p
orbital and form an S ¼ 0 state16. We attribute the collapse of the PL
splitting around 1 T to this change in configuration. There are two
compelling arguments. First, this field can be anticipated from the
splitting in the PL at zero field, DE. Assuming an isotropic harmonic
confinement17, the configuration change occurs when �hqc ¼

1
4 DE,

implying a magnetic field of 0.8 T. This is in good agreement with
the experiment where the S ¼ 1 and S ¼ 0 X32 PL lines have equal
intensities at about 1.2 T. Second, once the X32 forms an S ¼ 0 state,
there is only one possible final state energy, and it is therefore
natural for the PL to lie between the two exchange-split lines of the
S ¼ 1 X32, exactly as observed. However, within this artificial atom
picture, there is no explanation for the anti-crossings that develop at
higher magnetic field.

In atomic physics, configurations with the same good quantum
numbers and similar energies are admixed. For the S ¼ 1 X32, and
also the X22, the final state configurations involve only the s and p
orbitals. However, we find a new possibility for the final state of the
S ¼ 0 X32, which has a doubly occupied p orbital and a singly
occupied s orbital. We consider first a hypothetical quantum dot
with a bound d orbital. The quantum numbers can be preserved by
allowing one of the p electrons to fill the vacancy in the s orbital,
with the other p electron occupying a higher energy d orbital. These
two configurations (Fig. 4a) have the same values of angular
momentum and spin and are also almost degenerate, and are
therefore admixed. For our dot, the d orbital is unbound so that
the mechanism now admixes continuum states to the quantum dot
wavefunction (Fig. 4b). The continuum states are associated
with the two-dimensional wetting layer. In a magnetic field, the

continuum states are quantized into Landau levels, such that the
final state becomes a hybridization of quantum dot sates and
Landau levels. This means that continuum states impart their
character to the PL even though they are never occupied in
the initial state. This hybridization occurs for the S ¼ 0 X32 but
not for the S ¼ 1 X32 or the more weakly charged excitons, and
there is therefore a close correspondence with the experiments,
where the S ¼ 0 X32 interacts with the Landau levels but the
other excitons do not. Additionally, the interaction takes place in
the final state, as required.

The exciton final state is strongly hybridized whenever the energy
between the occupied p orbital and the s orbital exactly matches the
energy between a Landau level and the p orbital (Fig. 4c). Hybrid-
ization with the nth Landau level occurs when D ¼ ðnþ 3

2Þ�hqc where
D is the excess kinetic energy, defined in Fig. 4b (D ¼ 20 meV for the
dot in Fig. 1). (We have assumed that the p orbital moves down in
energy by 1

2 �hqc, an exact result for an isotropic and harmonic
confinement15.) As the magnetic field is increased, this condition
is satisfied for each Landau level in turn, resulting in the periodicity
in 1/B. Note that hybridization with every Landau level is allowed
because every Landau level has a d-like component independent of
the Landau level index18. Ultimately, at high magnetic field (8 T for
our particular dot), the interaction with the Landau levels is
suppressed because the separation between the s and p orbitals
becomes insufficient.

To confirm that our mechanism accounts quantitatively for the
experimental results, we have calculated the matrix element Mn ¼
ks";p";p#jVCjs

"; s#;n"l where js";p";p#l denotes the configuration
with two electrons in the lower p orbital and one electron in the s
orbital, and js"; s#;n"l denotes the configuration with two electrons
in the s orbital and one in the nth Landau level. VC is the Coulomb
interaction, and " ( # ) denotes spin-up (spin-down). With harmo-
nic oscillator wavefunctions, and Landau level wavefunctions in the

Figure 4 Hybridization in the final state after photon emission. a, The artificial atom model

including the d orbitals with angular momentum 22, 0 and þ2. The configuration on the

left is the final state of the S ¼ 0 X32 exciton. It is admixed with the configuration on the

right, which has the same spin and angular momentum quantum numbers and almost the

same energy. b, The admixture when the d orbitals do not exist and there is instead a

continuum associated with the two-dimensional wetting layer. The admixture imparts

continuum character to the quantum dot exciton. c, A large magnetic field is applied to

condense the continuum states into Landau levels. The situation shown corresponds to

B ¼ 6.5 T in the experiment: there is a hybridization of the final state with the n ¼ 0

Landau level.

Figure 3 Quantum dot level diagrams in the artificial atom model. a, Definition of the

orbitals and symbols. Only the lowest-energy hole orbital, labelled s, is shown, as only this

hole orbital participates in the recombination. The electron orbitals are labelled s and p

with z-component of angular momentum m ¼ 0;^1; respectively. Electrons are

shown as " ( # ) according to their z-component of spin; the hole has spin ^3/2.

b, Configurations are shown for the initial and final states of the triply charged exciton

X32. S refers to the total electron spin in each case. The initial state has S ¼ 1. The final

state configurations are shown in a simplified way. (The jS ;S z .¼ j3=2;1=2 . and

jS ;Sz .¼ j1=2;1=2 . final states are admixtures of the three configurations in each of

which one electron has spin down.) c, The initial state configuration change from S ¼ 1 to

S ¼ 0 is shown, induced by a magnetic field.
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symmetric gauge18 centred on the dot

M0 ¼
e2

4p101r

16
ffiffiffi
p

p
L3

c L2
e ð3L2

c þ L2
e Þ

ð2L2
c þ L2

e Þ
3=2ð6L2

c þ L2
e Þ

5=2
ð1Þ

where L e is the characteristic length of the electron wavefunction17

and Lc ¼
ffiffiffiffiffiffiffiffiffiffi
�h=eB

p
is the magnetic length. We determine L e to be

5.6 nm from the diamagnetic shift of the X0 PL. At 6.5 T, the field for
the resonance with the n ¼ 0 Landau level, equation (1) predicts a
splitting between the PL lines of 2jM0j ¼ 2.0 meV, in very good
agreement with the experimental result, 2.4 meV.

The presence of continuum states results in absorption features
close in energy to high-energy quantum dot transitions, and
because of this the continuum can dephase excited excitons19–21.
The mechanism we propose here is significantly different not
only because the emission arises from recombination between the
lowest-energy electron and hole orbitals, but also because the
interaction with the continuum in magnetic field is not a source
of scattering but is coherent. We anticipate that the hybridization
is by no means unique to our particular quantum dots. The
interaction will be a feature for all more highly charged excitons,
X42, X52, X62, and so on, because in each case after photon
emission, there is a vacancy in the s orbital with a filled p orbital,
the necessary requirements for the hybridization to take place. For
very deep dots where the d orbital is bound, the interaction will
admix d character, but ultimately—for the most highly charged
excitons such a dot can support—the exciton energy will lie just
below the continuum such that a hybridization with the continuum
takes place.

The physics that we are describing is a novel interaction between a
localized state and a continuum at higher energy. Such problems are
often described by the Anderson hamiltonian22. We have developed
a new version of the Anderson model to describe the emission
properties of the S ¼ 0 X32. The beauty of this approach is that it
relates the optical spectrum, I(E), directly to the density of states in
the continuum

IðEÞ/Re
2i

E 2SðEÞ2 i0

where the self-energy S is given by

SðEÞ ¼

ð1
0

jMðE 0
Þj

2
rðE 0

ÞdE 0

E 2Dþ E 0 2 i0

where M(E) is the Coulomb matrix element and r the density of

states. Noting that M(E) decreases with increasing energy, we
simplify the calculation of S by making the approximation that
MðEÞ ¼ M; which is a constant for 0 # E # �h2=ðm*moL2

e Þ; and zero
at higher energy. M can be taken from equation (1). However, the
theory offers an additional opportunity as we discover that M is
related to the linewidth of the S ¼ 0 X32 PL at low magnetic field, G,
and the cyclotron energy at the resonance with the n ¼ 0 Landau
level, �hq0

c ; through M ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G �hq0

c=p
p

: The low-field linewidth is
G ¼ 0.40 meV, implying 2M ¼ 2.4 meV, in excellent agreement
with the experiment. The results of the calculation, using the
experimentally deduced effective mass (Fig. 2), are shown in Fig.
5 and give excellent agreement with the measured X32 PL. This
demonstrates conclusively that the hybridization in the experiment
is caused by an interaction between localized and extended states, as
this is the main content of the Anderson hamiltonian. A natural
question is what happens when the wetting layer is filled with
electrons. In this case, we find that the S ¼ 0 X32 state is favoured
even at zero magnetic field (see Supplementary Information), and
we anticipate that our new electronic hybridization can coherently
couple the quantum dot with the Fermi sea, leading to Kondo-like
effects in the emission. A
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Figure 5 A comparison of the results from the Anderson hamiltonian model with the

experiment for the X32 exciton. The grey-scale shows the results of the calculation with

the intensity representing the oscillator strength; the points are the same as in Fig. 2 and

represent the results of the experiment. Results are plotted with E 0 ¼ 1.2635 eV,

D ¼ 20 meV, M ¼ 1.2 meV and m* ¼ 0:07–0:0018jBj þ 0:00005B2:
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